
Speech Acts on Social Media:
Algorithms, Amplifiers, and Affordances

please note: this talk will contain some discussions of 
ethnic and gender-based violence



What’s Going On 
When We Post On 

Social Media 
Platforms?

And Who Bears 
Responsibility When 
Things Go Wrong?
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Seth Lazar: platforms exercise ‘intermediary 
power’ over their users, and this power 
requires justification (or elimination).

Jeff Howard: social media platforms have a 
duty to engage in content moderation 
based on ‘‘natural rescue duties to defend 
those wronged by such speech; duties to 
avoid complicity with users’ wrongful 
speech; and duties to refrain from 
rendering otherwise innocuous content 
harmful through amplification.’

https://briclarkthebelleofboise.blogspot.com/
https://creativecommons.org/licenses/by/3.0/
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Jeff Howard: ‘My claim is that when a 
platform amplifies wrongful speech, 
increasing its visibility, it thereby makes a 
greater causal contribution to the speaker’s 
wrongdoing—making his principal 
wrongdoing worse than it would otherwise 
be. Like the gun vendor who sells the 
terrorist a larger weapon, enabling him to 
kill more people, platform amplification 
enables wrongful speakers to commit a 
greater wrong.’
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Three Observations From SAT

1.

2.

3.



for online speech, SAT can help show how:

As algorithmic intermediaries Social Media Platforms
control the context of our discursive interactions and are
therefore constitutive intermediaries of our online speech.

Through amplification — or rather, recommender systems —
platforms control the audience of a given utterance,
inserting it into contexts of their choosing, making them
co-speakers of a sort.

Through various affordances, platforms make 2nd-personal
calls to users, that shape user actions (uptake) that then
shapes our speech acts

[And the force of those calls can be illuminated by
examining their pragmatic structure.]



A note: I adopt a very liberal interpretation of what can count 
as a ‘communicative acts’ / ‘speech acts’



The Plan
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Let’s take a 
step back in 

time



Now: Social Media just is Media
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Speech Act Theory

If features like context, audience, 
uptake, and others matter for our 
offline speech acts, how do these 
matter online? That is, what makes it 
the case that an utterance 
constitutes an illocutionary act of a 
given kind, online?

On The Internet



Algorithms
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Algorithms
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Identity Management. Content Creation and Sharing. Interaction and Feedback. 
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Tarleton Gillespie, Custodians of the Internet:

“platforms don't just mediate public discourse, they 
constitute it.” They “don’t make the content; but 
they do make important choices about it. While the 
early platforms merely made user contributions 
available and searchable, increasingly they 
determine what users can distribute and to whom, 
how they will connect users and broker their 
interactions, and what they will refuse.’



“the moment that social media platforms 
introduced profiles, the moment they added 
comment threads, the moment they added ways to 
tag or sort or search or categorize what users 
posted, the moment they indicated what was 
trending or popular or featured—the moment they 
did anything other than list users’ contributions in 
reverse chronological order—they moved from 
delivering content for the person posting it to 
constituting it for the person accessing it.”

Tarleton Gillespie, Custodians of the Internet:



Online platforms are therefore constitutive intermediaries



Amplifications

Part 2

- Arvind Narayanan (2023)



Amplifications

“When we speak online—when we
share a thought, write an essay, post
a photo or video—who will hear us?
The answer is determined in large
part by algorithms.”

- Arvind Narayanan (2023)



Amplifications

“The concept of internet amplification
may inevitably be fuzzy at the edges.
Almost any act that spreads or draws
attention to particular information
could be characterized as
amplification.” - Daphne Keller



(Narayanan 2023)



(Algorithmic) 
Amplification

“amplification has taken on a structural significance in 
online speech that is totally unprecedented in earlier, 
offline speech.” (Michaelson, Pepp, and Sterken 2021)

Retweets (shares)
vs. 
QuoteTweets (shares with 
commentary)
vs. 
Recommendation Algorithm(s) 
generated amplification 

All enable different sorts of 
‘amplification’



(Algorithmic) 
AmplificationAlgorithmic exposure: “the 

ability of algorithmic systems to 
expose users to overtly harmful 
content, such as extremist or 
radicalizing content and 
misinformation”

Algorithmic inequality: “the 
concern that social media 
platforms unfairly allocate more 
influence to some types of 
people than others”

(Lum and Lazovich, 2023)



(Narayanan 2023)



(Lum and Lazovich 2023)
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A schematic diagram of a typical social media platform (Lum and Lazovich 2023)

, and Stray, 2023



Thorburn, Benjani, and Stray, 2023



The Same Idea, But Simpler

(Narayanan 2023)





Consider the ‘corn-dealers’ from 
John Stuart Mill’s On Liberty



Consider the ‘corn-dealers’ from 
John Stuart Mill’s On Liberty

(c) handed about among the same mob in the form 
of a placard.



Incitement (Online)

�

In cases of 

(c) handed about among the same mob in the form 
of a placard.







“Platforms that use algorithms to rank user content 

effectively set editorial policy and “speak” through ranking 

decisions. The message conveyed can be pretty boring: 

Platforms say things like “I predict that you’ll like this” or “I 

think this is what you’re looking for.” That’s enough that 

lower courts have recognized First Amendment protection 

for platforms’ ranking choices.” - Daphne Keller

Amplification as Speech Act(s)

Recommendations have verdictive and exercitive force (and value)



Really Not a Megaphone at All

(Algorithmic) 
Amplification

Joint Speech Acts?
Co-Speakers?
Collective Speech?



Upshot:
Ditch amplification, think recommendation 
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Affordances
Part 3



Affordances







Three uses I want to get out of this concept

Affordances shape 
speech acts by 
encouraging some 
acts over others.

01
Affordances shape 
speech acts by 
enabling uptake 
that impacts the 
force.

02
Affordances shape 
speech acts by 
themselves being 
2nd Personal speech 
acts.

03



Consider the @-ing function
“When someone is @-ed, their name shows up as clickable, and they typically receive a

notification that someone has mentioned them. On the surface, what an @ does is allow the

person to see that they have been addressed or mentioned. The @ has no semantic content

of its own, nor does it act as a semantic operator on the name of the person tagged; its

effect on the larger speech act in which it is embedded is purely pragmatic … The most

interesting feature of @-ing, in my view, is that it calls to someone, but in the public eye. In

effect, the @ serves as a technological means of pointing a speech act at someone,

ensuring that the directed address is received, and ostending in a public way that this has all

happened.”

(Kukla forthcoming)







1. Affordances Shape 
Speech Acts

(in a non-neutral way)



2. Affordances shape speech acts by enabling 
uptake that impacts the force of an utterance



(Narayanan 2023)

3. Platform Affordances are 2nd-Personal calls, 
Asking for Interaction (and data)



Davis: “technologies request, demand, encourage, 
discourage, refuse, and allow particular lines of action.”

�

�

The ways 
affordances 
communicate 
differ wrt their 
illocutionary 
force



Objection: Isn’t this far 
too over-inclusive of what 

counts as a speech act?
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Thank You

soda

maki
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The limits of speech act theory: two examples



platforms are: online sites and services that
a) host, organize, and circulate users’ shared content or social 

interactions for them,
b) without having produced or commissioned (the bulk of) that 

content,
c) built on an infrastructure, beneath that circulation of 

information, for processing data for customer service, 
advertising, and profit,

d) platforms do, and must, moderate the content and activity 
of users, using some logistics of detection, review, and 
enforcement.

Tarleton Gillespie, Custodians of the Internet:


